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Abstract 

The hospital length of stay (LoS) is the number of days an inpatient will stay in the hospital. LoS is 

used as a measure of hospital performance so they can improve the quality of service to patients 

better. However, making an accurate estimate of LoS can be difficult due to the many factors that 

influence it. The research conducted aims to predict LoS for treated patients (ICU and non-ICU) 

with cases of brain vessel injuries by using the ensemble learning method. The Random Forest 

algorithm is one of the ensembles learning methods used to predict LoS in this study. The dataset 

used in this study is primary data at PHC Surabaya Hospital. From the results of the simulations 

performed, the random forest algorithm is able to predict LoS in a dataset of treated patients (ICU 

and non-ICU) with cases of brain vessel injuries. And the simulation results show a type II error 

value of 0.10 while the value of type I error is 0.16. 
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1. Introduction 

Private hospitals carry out intensive monitoring of patient care with the aim of minimizing losses and 

increasing the effectiveness of health services according to the established Clinical Pathway (CP). If you 

don't have CP for every case of disease, then you can predict the Length of Stay (LoS) of each patient 

who enters with a case of the disease for monitoring the patient being treated. Hospital length of stay 

(LoS) is the number of days an inpatient will stay in the hospital. The longer the patient is treated, the 

greater the costs incurred by the Hospital, while the cost of claims that will be received by the Hospital 

remains at the rate set. LoS is used as a measure of hospital performance so that they can better improve 

the quality of service to patients [1]. However, making an accurate LoS estimate can be difficult due to 

the many factors that influence it. 

This study aims to predict LoS for treated patients (ICU and non-ICU) with cases of brain vessel 

injuries by using the ensemble learning method. The ensemble method is a supervised learning method 

and part of machine learning where this algorithm is used as a search for predictive solutions. Included 

in this ensemble method is the Random forest algorithm [2]. The Random Forest algorithm is one of the 

ensemble learning methods used to predict LoS in this study. The data group used is primary data at the 

PHC Surabaya hospital. PHC Surabaya Hospital is one of the private hospitals under the management 

of a BUMN Company (State Owned Enterprise) which provides comprehensive and integrated services 

[3]. 

Prediction activities begin by collecting data and data preparation, then building a model of the 

Random Forest classifier algorithm. It is continued at the model evaluation stage using training data. 

Then the model generated by the Random Forest classifier will be applied to the testing data [4]. 

Continues on the confusion matrix values that will be used to calculate performance measures such as 

Precision, Recall, MCC, and F1 Score. Performance measurement with Precision, the smaller the False 

Positive (FP), makes the precision value even greater. As for Recall, the smaller the False Negative (FN) 

makes the recall value bigger. The Matthews correlation coefficient (MCC) is a performance measure 

for classification analysis with binary targets/classes. MCC will produce a high score only if the binary 
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predictor is able to predict correctly. The last measure is harmonic mean of precision and recall by using 

F1 score. The best value of F1-Score is 1.0 and the worst value is 0. 

2. Method 

According to WHO, ischemic heart disease is the most common cause of death worldwide. Since 2000, 

there has been an increase in cases of mortality due to this disease to 8.9 million in 2019. Ischemic heart 

disease is a disease that is the first topic of discussion for early prevention through various conventional 

approaches. Ischemic heart disease, also known as coronary heart disease, is a problem caused by 

narrowing of the heart arteries. As a result, blood and oxygen reaching the heart decreases. And can lead 

to blood vessel injuries in the brain [5]. 

Patients who have injured blood vessels in the brain require intensive care in a hospital [6]. This will be 

related to the classification of Tarif Standards for First Level Health Services and Advanced Health 

Facilities. In accordance with PMK number 64 of 2016, ischemic heart disease can be included in the 

category of Ina-CBG's G-4-14 code with a description of brain vessel injuries with INFARK. The INA-

CBG's from the government stipulates a group of diagnostic procedures or service packages that are 

used as a financing basis for health service provider operators (Hospitals) as quality control for cost 

control [7]. 

Dataset treated patients (ICU and non-ICU) with cases of brain vessel injuries which is owned by the 

PHC Surabaya Hospital. In this prediction activity the dataset used has a binary target labeled loss claims 

and profit claims. There are 19 features in this dataset variable. Then, feature reduction is performed so 

that the features used are 7 features. These seven features include Sex, Age, LoS, rate, hospital rate, age 

group, INA-CBG. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Classification analysis 

The Random Forest algorithm is one of the ensembles learning methods used to predict LoS in this 

study. Random forest algorithm is also known as bootstrap aggregation, the parallel combining ensemble 

of multiple classifier models [8]. The computation of each model is important and there are basically 

two different techniques called bagging and boosting [9].   Random forest is one example for bagging, 

Bagging is also known as bootstrapping aggregation. Tree Bagging or bootstrap aggregation, is the 
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process of selecting a sample of observations (data rows) randomly, determined by 3 key steps: first, 

Build n decision trees, by selecting n samples of observations at random; Train each decision tree; In 

order to make predictions on new data, each of the n trees must be used, and the majority is determined 

from the n prediction [10]. 

Feature sampling is a process of randomly choosing variables (columns of data). By default, n 

variables are selected for a problem with n variables in total from the root of the decision tree. This 

process makes it possible to weaken the correlation between the decision trees which could interfere 

with the quality of the results. In statistics, we say that the feature sampling makes it possible to reduce 

the variance of the data set created. 

We can see figure 1 explain the classification analysis and it begin with collect data and 

preparation, then split data for training and testing. A training set 𝐷, Inducer 𝐼 and the number of 

bootstrap samples 𝑚 as input. Generate a classifier 𝐶∗  as output 

1. Create 𝑚 new training sets 𝐷𝑖, from 𝐷 with replacement 

2. Classifier 𝐶𝑖 is built from each set 𝐷𝑖 using 𝐼 to determine the classification of set  𝐷𝑖  

3. Finally classifier 𝐶∗is generated by using the previously created set of classifiers 𝐶𝑖  on the original 

data set 𝐷, the classification predicted most often by the sub-classifiers 𝐶𝑖 is the final classification. 

A decision tree creates sub-populations by successively dividing the leaves of a tree. There are 

different separation criteria for building a tree: The Gini criterion organizes the separation of the leaves 

of a tree by focusing on the class most represented in the data set. This must be separated as soon as 

possible. The entropy criterion is based on the measurement of the prevalent disorders (as in 

thermodynamics) in the studied population. The construction of the tree aims to lower the global entropy 

of the tree leaves at each stage [11][12]. 

In real-world classification problems, it is usually impossible for the model to be 100% correct. 

Therefore, the type of prediction activity carried out by the classifier algorithm to predict the target or 

class is not 100% possible for real problems [13]. Then the performance evaluation activity of the model 

produced by the classifier algorithm is carried out. What we want to know is how wrong the model is in 

predicting and how wrong the model is when predicting. In this study trying to optimize the model to 

work better in predicting data, it is done by using different performance metrics to choose the best 

model[14][15]  .   

Measuring the performance of classifier models is generally indirect and highly dependent on the 

cases and available datasets [16]. Using Precision, Recall, F1 Score, and MCC is very important to 

understand the risk of error so that it can produce a truly useful model [17]. For LoS-related datasets, 

what needs to be considered is the type I error value and type II error value which can be seen from the 

confusion matrix. 

The F1 score, we have this definition of precision and we have this definition of sensitivity through 

positivity or recall [18]. Remember actually counting how many actual positives our model captures via 

labelling them as true positives or true positives. Precision on the other hand talks about how precise is 

how accurate your model is from the predicted positives or actually how many of them are actually 

positive [19][20]. 

Memory and Precision are important and we cannot have high values of memory and precision. At 

the same time because we cannot have a decision boundary that separates the two classes perfectly. 

There is a trade-off between precision and recall, a higher level of recall can be obtained at the cost of a 

lower value of precision. To solve this, we want to define one mud that combines the two to evaluate 

the performance of the classifier. Some combined measures of precision and recall; F1 score, Matthew's 

Correlation Coefficient (MCC), 11-point average precision, and Breakeven point. 

F1 Score is nothing but just a weighted harmonic means of recall and precision. Generalized f score 

is called f beta. If beta has a parameter and that is a weight assigned to in this recall. 

 

𝐹𝛽 =  
1+ 𝛽2

1

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
+ 

𝛽2

𝑅𝑒𝑐𝑎𝑙𝑙

 , 𝛽 ≥ 0                                      (1) 

For 𝛽 = 1, we have harmonic means of precision and recall, that is 
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𝐹1 =  
2

1
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

+ 
1

𝑅𝑒𝑐𝑎𝑙𝑙

 

 

           =  
2 (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)(𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛) + (𝑅𝑒𝑐𝑎𝑙𝑙)
 

 

=  
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 

 

Beta measures the effectiveness of classification, so beta time as much importance to recall as 

precision because beta is coming with recall. We can say recall is considered beta times as important as 

precision. This is nothing but just a weighted harmonic means of recall and precision. When beta can be 

any value greater than equal to zero, when beta is equal to zero and beta score is precision only when 

beta is equal to infinity. So we only get recall, so commonly use the value of beta is equal to one and 

what we term as beta is F1 score. Why do we used harmonic means, because harmonic mean is preferred 

as it penalizes model from the classifier, or is less than or equal to geometric means and that's less than 

equal to arithmetic mean for two numbers. 

Matthew's Correlation Coefficient - MCC that combine precision and recall [21][22]. We are already 

know that precision, recall and F1 score they are all asymmetric. Get a different result if the classes are 

switched. It means if we change or swap classes, we will get a different result or score for different value 

for this precision and different value for recall. MCC determines the correlation between true class and 

predicted class. The higher the correlation between true and predicted value, the better the prediction. 

MCC as an alternative measure that is unaffected by the problem of unequal data sets, the Matthews 

correlation coefficient is a contingency matrix between actual and predicted values.                      

 

Defines as 

, 𝑀𝐶𝐶 =  
𝑇𝑃 𝑇𝑁−𝐹𝑃 𝐹𝑁

√(𝑇𝑃+𝐹𝑁)(𝑇𝑃+𝐹𝑃)(𝑇𝑁+𝐹𝑁)(𝑇𝑁+𝐹𝑃)
              (2)        

           

MCC=1 when FP=FN=0 is perfect classification, MCC=-1 when TP=TN=0 is perfect 

misclassification, and if MCC=0 performance of classifier is not better than a random classifier. 

3. Result And Discussion 

Simulation Result  

In this study, a simulation was carried out on the data group treated patients (ICU and non-ICU) with 

cases of brain vessel injuries with a total of 14,455 patient data. The data consisted of sex features, 7890 

female patients and 6565 male patients. Age group features include early adulthood, late adulthood, 

early age, elderly, and old. Then the LoS group features such long, medium, and fast. 

The model generated by the random forest classifier gives a true positive result (TP) of 0.90 then 

0.84 for a true negative (TN). For false positive (FP) or type I errors 0.10 and 0.16 for false negatives or 

type II errors. 

In this case this value means that the RF classifier algorithm is able to predict 90% correctly for Los 

which benefit the hospital. RF classifier algorithm is able to predict 84% correct for LoS which is 

detrimental to the hospital. Type II error is positive data but is predicted as negative data. In the case of 

this study, patients needed LoS but the model made predicted that these patients did not need LoS.For 

the wrong predictive value of 10% for LoS that benefits the hospital. As well as the wrong prediction 

value of 16% for Los which is detrimental or a financial loss to the hospital.  
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Table 1. Confusion Matrix 

 

 TP TN FP FN 

RF 0,900 0,840 0,100 0,160 

SVM 0,672 0,697 0,388 0,308 

NN 0,865 0,833 0,135 0,167 
 

We also make comparisons between the RF ensemble learning algorithm and other classifier 

algorithms such as Neural Net and SVM. Table 1 shows the simulation results of these comparisons. 

And it can be seen in the table that ensemble learning has the lowest FP and FN values. 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
= 0,90 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
= 0,84 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 
= 0,87 

 

𝑀𝐶𝐶 =  
𝑇𝑃 × 𝑇𝑁 − 𝐹𝑃 × 𝐹𝑁

√(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)
= 0,56 

 

Table 2 Performance Measure 

 Precision Recall F1 Score MCC 

RF 0,872 0,87 0,87 0,56 

SVM 0,682 0,68 0,676 0,328 

NN 0,865 0,838 0,85 0,999 
 

Furthermore, we also calculate the performance of the algorithm classifier with performance 

measures such as Precision, Recall, F1 Score, and MCC or Matthew's Correlation Coefficient. Our goal 

is to use a performance measure to find out how far the classifier algorithm's performance is in correctly 

predicting new data. 

 

Analysis and Discussion 
Performance measure precision based on table 2, is an indicator of how many positive predictions are 

made true (true positive). How precise or how accurately the model predicts true positives. The precision 

should ideally be 1 (high) for a model to produce a good classifier algorithm. The precision becomes 1 

only if the numerator and denominator are the same, namely TP = TP+FP, this also means that FP is 

zero. As FP increases, the denominator becomes larger than the quantifier and the precision decreases. 

For Ensemble Learning with the RF algorithm it has a precision value close to one with a value of 0.87. 

For other classifier algorithms, NN has a precision value that is close to one with a value of 0.86 and 

finally SVM has a value farthest from one, namely 0.68. 

Performance measure recall based on table 2, is an indicator of how many positive cases the classifier 

predicts correctly, for all positive cases in the data. Recall will be good if it has a value that must be 1 

for the model to produce a good classifier algorithm. Actually calculates how many of the actual 

positives our model capture through labelling it as positive or true positive. Recall becomes 1 only if the 

numerator and denominator are the same, namely TP = TP +FN, meaning FN is zero. When FN increases 

the value of the denominator becomes larger than the numerator and the value of the withdrawal 

decreases.  

So ideally the model can classify properly, precision and recall have a value of one which means that 

FP and FN have a value of zero. When the precision and recall values are the same and close to one, a 
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performance measure is needed that is able to describe the harmonic average values of precision and 

recall. Learning with the RF algorithm has a recall value close to one with a value of 0.87. For other 

classifier algorithms, the NN recall value is close to one with a value of 0.83 and finally the SVM value 

is farthest from one, namely 0.68. 

 
Figure 2. The F1-score if precision equals recall 

 

Performance measure F1 score is an indicator that combines precision and recall values. The F1 score 

is a harmonic average and is just another way of calculating the average of values, generally described 

as more appropriate with ratio designations such as precision and recall. As seen in Figure 2, the figure 

shows that the precision and recall values have the same value, so the F1 score appears as a linear line 

on the graph. F1 score is the harmonic mean of precision and recall and is a better measure than accuracy. 

Learning with the RF algorithm has an F1 score close to one with a value of 0.87. For other classifier 

algorithms, the NN F1 score is the closest to one with a value of 0.85 and finally the SVM has the 

farthest value from one, namely 0.67. 

For the last performance measure MCC is the only binary classification rate that generates a high 

score only if the binary predictor was able to correctly predict the majority of positive data instances 

and the majority of negative data instances. Learning with the RF algorithm has an MCC close to one 

with a value of 0,56. For other classifier algorithms, the NN MCC is the closest to one with a value of 

0,99 and finally the SVM has the farthest value from one, namely 0.32. 

Overall, of the four performance measures used for ensemble learning simulations with the RF 

algorithm, they produce good predictive values. Comparisons have been made with other algorithm 

classifiers such as NN and SVM, the RF algorithm still produces the best predictive value. 

4. Conclusions 

The performance of the Random forest algorithm in predicting patient care dataset (ICU and non-ICU) 

with cases of brain vessel injuries reported by the studies, identified in this review supports the need for 

further research on the usefulness of machine learning in particular the ensemble method in predicting 

LoS in medical patient. Future studies should develop a methodology that involves optimization 

methods to minimize the value of type I error and type II error value. The complexity of the LoS data 

group and the amount of electronic data collected is very large at this time, it really requires a prediction 

method that is reliable and can be widely applied. 
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